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Abstract—Inferring the aesthetic quality of images is a chal-
lenging computer vision task due to its subjective and conceptual
nature. Most image aesthetics evaluation approaches focused
on designing handcrafted features, and only a few adopted
learning of relevant and imperative characteristics in a data-
driven manner. In this paper, we propose to attune Convolutional
Neural Networks (CNNs) for image aesthetics. Unlike previous
deep learning based techniques, we employ pretrained models,
namely AlexNet [12] and the 16-layer VGGNet [20], and calibrate
them to estimate visual aesthetic quality. This enables exploiting
automatically the inherent information from much larger scale
and more diversified image datasets. We tested our methods on
AVA and CUHKPQ image aesthetics datasets on two different
training-testing partitions, and compared the performance using
both local and contextual information. Experimental results
suggest that our strategy is robust, effective and superior to the
state-of-the-art approaches.

Index Terms—Deep learning, visual aesthetics

I. INTRODUCTION

“Beauty is in the eye of the beholder” yet is it possible
that the beholder to be a computer? It is evident that we as
human beings rely on various visual cues to interpret whether
an image is beautiful or not. In order to approximate human
perception in this sense, visual aesthetics classification aims
to discover such measurable visual cues from a corpus of
images and corresponding human responses, and then label
given images automatically with binary attributes of good and
bad quality.

Figure 1 shows illustrative examples of images with dif-
ferent visual aesthetics. As one can see, the categorization
is often subtle and subjective. From a computer vision point
of view, this indicates that visual modeling and feature ex-
traction would be intricate and convoluted as much as they
are important and essential for discovering measurable cues,
which makes image aesthetics analysis an interesting and
confounding task.

In recent years, many computational approaches have been
proposed. Most of these approaches postulate the image aes-
thetic estimation task on predefined features [4], [15], [22],
[18], [3], [2], [11], [16] that are handcrafted according to
holistic image quality attributes and commonly speculated
photography rules, such as sharpness, contrast, rule of thirds,
visual weight balance, color schemes and so on. However,

(a) Examples of good aesthetic images

(b) Examples of bad aesthetic images

Figure 1. Examples of good and bad quality images from different datasets.
As we can see, there are no hand-crafted features that can characterize the
difference between these two sets of images easily.

it is not trivial to designate all elements of measurable visual
aesthetics because of the complexity of the attributes and rules.
As a result, usability of them becomes severely limited. For
instance, [11] applied only portraiture, and [22] used only
scenic photographs in their designs.

To overcome this shortcoming, generic image descriptors
are considered. Numerous generic image descriptors, such as



Bag-of-Words (BOW) [21] and Fisher Vector (FV) [23], have
been successfully incorporated for semantic labeling tasks.
Several studies demonstrated that these descriptors can learn
visual properties efficiently and outperform rule-based features
[15]. Nevertheless, these generic features are also handcrafted
thus not optimal for visual aesthetic classification task.

In recent years, the emergence of deep learning networks
brought image aesthetic assessment to a new era. In [14],
[5], visual aesthetics features are learned automatically from
images using ordinary neural networks. One major issue with
these networks is that they are trained from scratch using
comparably small and restricted image aesthetics datasets.
While this straightforward training strategy can be regarded
as acceptable, it has the limitation of failing to take the
advantage of the information available in more diversified
datasets. Moreover, the vast variation in visual content strongly
requires the network topology to be substantially deep, yet
use of small datasets causes serious over-fitting and unstable
training convergence behavior of deep networks.

Leveraging on deep learning networks, here we propose uti-
lizing pretrained deep Convolution Neural Networks (CNNs)
to overcome the problem of insufficient training data. While
borrowing the well-trained models over extensive yet classifi-
cation oriented datasets, we recalibrate them over small image
aesthetics datasets to learn automatically the most indicative
features.

To the best of our knowledge, finetuning CNNs for visual
aesthetic classification has not been systematically studied.
The rich information contained in large and diversified datasets
has potential to improve visual aesthetics classification. Moti-
vated by this, [5] also adopts a pretrained network. However,
this method uses the pretrained network solely as a feature
extractor followed by a binary classifier to classify the images.

Several recent studies suggest that it may be practical to
update the network and adapt it to the specific task, which
is called as “finetuning”. This motivated us to investigate
finetuning based solutions for visual aesthetic classification.

We retrain our deep CNNs leveraging on the base of
AlexNet model [12] and the VGGNet model [20]. We eval-
uated our method on two image aesthetics datasets. We first
train and test on the popular CUHKPQ dataset. We also test
our methods on AVA, a much larger scale aesthetic database
[17]. In each dataset, two different cross-validation settings
are used. The experiments show that the refined deep VGGNet
model provides the state-of-the-art results.

II. RELATED WORK

A. Image aesthetics analysis

Quantification of aesthetic quality from images is a
formidable task due to the fact that image aesthetics is subjec-
tive. Factors not only include the photographic technique but
also the opinions of observers. Moreover, the inherent semantic
gap between low-level visual features and high-level human-
oriented semantics also contributes to this problem [8].

In spite of these challenges, many researchers investigated
computationally assessing the aesthetics of images in terms of

some common principles and rules-of-thumbs in photography.
According to the literature [1], [19], image attributes about
colorfulness, composition, spatial organization, depth, etc. can
be potentially influential to the response to aesthetics.

Datta et al. [4] considered certain photography rules such
as the color tones, saturation, texture, depth, etc. and extracted
56 visual features with respect to these aesthetic rules. Finally,
it trained a classifier to distinguish pictures between high and
low aesthetic values. Ke et al. [10] designed high level se-
mantic features to measure the perceptual differences between
professional photos and low quality snapshots. They reported
distinguishing factors between the two types of photos includ-
ing simplicity, realism, blur, contrast. Based on the perceptual
criteria, they manually extracted 5 features to measure the
image quality. Aydin et al. [2] focused on rating image
aesthetic attributes rather than detecting image distortions.
They computed an aesthetic signature from a single image that
comprised calibrated ratings of meaningful aesthetic attributes
and provided an objective basis for aesthetic evaluation.

Finally, image attributes of sharpness, depth, clarity, tone
and colorfulness are chosen to represent the aesthetic signature
because they can be expressed algorithmically, and are closely
related to photographic principles they claim to model. March-
esotti et al. [15] assessed the aesthetic quality in different
ways. They proposed to use generic image features which
had been successfully used for semantic tasks to assess the
image aesthetics. The generic descriptors like BOW and FV,
which encodes the distribution of local statistics, has been
shown to capture some aesthetic properties successfully in
their experiments.

B. Deep learning for image aesthetics analysis

In recent years, deep learning based methods achieved
significant success in computer vision, with image classifi-
cation being the most outstanding application. Since it was
applied on large datasets [12], the deep learning approaches
have been used to address key computer vision tasks such
as object recognition and object detection. Similar work, e.g.
[26], also indicates that deep convolutional neural networks
provide improvements in processing not only images and video
but also speech and audio.

Finetuning is an optimization strategy of deep learning
based methods. For example, [6] suggested that a neural
network can form a sufficient generative model of the joint dis-
tribution of images and their labels after fine-tuning. [14], [5],
[13], [25] implemented deep convolutional neural networks
to rate the photo aesthetics, and achieved satisfying results.
Our method is related to [14] and [5], but there are several
differences with them. Unlike these methods, we train our
CNN on the base of AlexNet model and VGGNet model. In
other words, we do not train from scratch or simply impose
deep learning as a feature extraction layer.

On a related topic, [9] described an approach to predicting
style of images. Their experimental results demonstrated that
mid-level features derived from object datasets are generic for
style recognition.



Figure 2. Finetuning a Convolutional Neural Network for visual aesthetics classification. In this example, we construct the model based on AlexNet. A binary
label is assigned for each image. All the input images are normalized to the size of 256× 256.

III. VISUAL AESTHETICS CLASSIFICATION USING CNNS

Our goal is to predict aesthetics by finetuning deep convo-
lutional neural networks. We treat image aesthetic assessment
as a binary classification task, and construct our single column
CNN network on base of the AlexNet and VGGNet models.

A. Label generation

Image aesthetic datasets usually have scores from multiple
human subjects. For example, the labels can range from
1-10, with 10 being excellent quality. In visual aesthetic
classification, the scores are usually averaged, then the images
are divided into two groups: low aesthetic quality (bad) and
high aesthetic quality (good) images according to their average
aesthetic scores. As a convention, images with average scores
less than 5 are refers to as bad images, those with mean scores
more than or equal to 5 are good ones. This makes the visual
aesthetics classification a binary classification problem.

There are other criteria to pose the problem. In [14], the
authors tested the case where the medium quality images were
excluded. That is, they used the images with score larger than
5+δ as positive, and score smaller 5−δ as negative. In [5], the
authors selected the top and bottom 10% images as positive
and negative samples, respectively. We compared our methods
to all these partitions in this paper.

B. Finetuning CNNs

Training CNNs on large scale image datasets gives us
generic features for image classification, which can be a very
good starting point towards many other computer vision tasks.
Inspired by the recent work on finetuning CNNs, we attempt
to learning features for aesthetic classification from pretrained
models.

For the purpose of a comprehensive study, we chose two
different CNNs, namely, AlexNet and VGGNet-16, respec-
tively. Both networks achieved state of the art performances
at different times, but their difference is also obvious. For
example, VGGNet is deeper than the AlexNet, which means
it may take more time to (re-)train the network.

1) AlexNet and VGGNet Models: AlexNet [12] contains
five convolutional layers and three fully-connected layers. Out-
put of every convolutional and fully-connected layers is mod-
eled by Rectified Liner Unit (Relu). Response-normalization
layers follow the first and second convolutional layers. Max-
pooling layers follow both normalization layers and the fifth
convolutional layer. The output of the last layer is followed

by 1000-dimension classifier which classify 1000 different
objects.

VGGNet is a very deep convolutional network which se-
cured the first and the second places in the localisation
and classification tasks respectively of ILSVRC-2014 [20].
It increased the depth to 16-19 weight layers. To reduce the
number of parameters in such a very deep networks, very small
filters (3 × 3) are used in all convolutional layers.

2) Finetuning pretrained networks: We use AlexNet as an
example in this section to illustrate our finetuning steps.

We construct our network using AlexNet. As indicated in
Figure 2, we first replace the last layer by a 2-class softmax
classifier, because our goal is to classify images into bad or
good aesthetics. Then, we set a larger learning rate for the
last layer and smaller for the previous layers, and retrain the
network.

Specifically, we did not use validation set in the training.
Instead, we report the number at 10, 000 iteration. The learning
rate was set to 0.001 for the last layer, which was initialized
using the Xavier method. The learning rate was set to 0.0001
for other layers, which was initialized from pretrained models.
Computational time is approx 30 minutes for AlexNet and 1
hour for VGGNet in our hardware platform.

C. Training Procedure

For each label generation setting (see Sec. III-A), we
further generated global view and local view of each image
respectively, and compared the performances when they were
used to train our convolutional network models.

The global view refers to using the whole image as input.
To get the global view images, we simply resize the images
to 256 × 256.

There are different ways to obtain the local views. Ran-
domly selecting a patch or using the center piece are two
popular approaches. We selected the central patches to get the
256 × 256 local view images, because we think the central
area includes most aesthetic features of photos.

In each setting, the images were separated to training
and test sets, and fed to the network randomly. Then the
convolutional networks were finetuned to learn the aesthetic
features automatically. We set the batch size to 50 for fine-
tuning AlexNet, and 20 for VGGNet. We stop training when
the number of iterations is not more than 10,000 since the
performance of the network becomes stable, which is shown
in Sec. IV.



IV. EXPERIMENTS

We use deep learning framework Caffe [7] to train our deep
convolutional neural network, and to classify high and low
aesthetic quality photographs. We tested our method on two
datasets: CUHKPQ [24] and AVA analysis (AVA) [17].

The AlexNet and VGGNet were finetuned on both the local
view and the global view. In total, four variations of the
finetuning were studied.

A. Datasets

1) CUHKPQ: CUHKPQ consists of 17960 photos. It was
released in [24] and can be downloaded from mmlab.ie.cuhk.
edu.hk/CUHKPQ/Dataset.htm. The photos are divided into
seven categories according to their themes. The quality of each
photo is judged by ten independent viewers and labeled as high
quality or low quality only if eight out of ten viewers have
the same opinions.

In our experiments, we followed [5] and created the
CUHKPQ (small) dataset by evenly splitting the high and
low quality photos of each categories, which resulted in 8,845
images for training and 8,845 images for testing. We further
assembled the CUHKPQ (Large) dataset by incorporating
additional image files available in the download pages (which
was not used in the [5]). This gives us 14,845 images for
training and 14,845 images for testing.

2) AVA: AVA is a collection of images and meta-data
derived from www.dpchallenge.com. It contains over 250,000
images along with a large number of aesthetic scores for
each image. As reported in [17], Such scores have a high
intrinsic value because there is an average of 210 amateur and
professionals vote for each image.

We followed [5] and created the AVA (small) dataset by
selecting the top and bottom 10%, which resulted in 19,308
images for training and 19,308 images for testing. We also
used [14] and assembled the AVA (Large) dataset, which gives
us 230,000 images for training and 20,000 images for testing.

B. Results of CUHKPQ dataset

We show the results on the CUHKPQ dataset in Table I and
II.

Table I
ACCURACY OF CUHKPQ DATASET (LARGE)

Local view, AlexNet 83.24%
Local view, VGGNet 87.90%
Global view, AlexNet 86.72%
Global view, VGGNet 91.43%

Table II
ACCURACY OF CUHKPQ DATASET (SMALL)

Local view, AlexNet 88.56%
Local view, VGGNet 91.47%
Global view, AlexNet 91.20%
Global view, VGGNet 93.52%

method in [5] 91.93%

As shown in table I, our accuracy of aesthetic categorization
is 91.43% on the large CUHKPQ dataset and 93.52% on the
small set. Compared to [5], which tested their methods on the
small set, we achieved approximately 1.6% better than theirs
(91.93%).

The comparison between two pretrained networks is also
meaningful. In all four experiments, VGGNet consistently
outperformed AlexNet by a reasonable margin. However, as
we show in Sec. III-B, AlexNet is much faster to reach
satisfying results.

The difference between local view and global view suggests
that we can simply use the global view, which contains the
context information, to achieve better results.

C. Results of AVA dataset

1) Examples: We first present some examples in the AVA
dataset. To simplify the visualization, we only show the results
when the quality prediction is “good”.

(a) Examples of the correct classification.

(b) Examples of the incorrect classification.

Figure 3. Examples of the classification.

Figure 3(a) shows the results when the input were labeled
as “good” and correctly labeled. Figure 3(b) shows the failure
examples, when the input were labeled as “bad” but were
misclassified as “good” quality.



2) Statistics: As shown in Table III and Table IV, our
accuracy of aesthetic categorization is 79.00% on the large
AVA dataset and 85.41% on the small set, when global view is
used. However, it is interesting to see that fine tuning VGGNet
using local view has the highest accuracy (82%). This could
be due to the characteristics of the large dataset.

Compared to [14], which tested their methods on the large
set, we achieved approximately 8% better than theirs (VGGNet
on Global View). [14] suggested the local view may be a
better input than the global view. In our study, we suggested
global view is a better source. The inconsistency between our
result and theirs lies in the fact that we finetune our network
from a pretrained model, which was trained from a more
diversified data source. As a result, we can achieve better result
by exploiting rich features in other datasets.

The comparison between two pretrained networks is con-
sistent with our experiments on the CUHKPQ dataset.

Table III
ACCURACY OF AVA DATASET (LARGE)

Local view, AlexNet 74.99%
Local view, VGGNet 82.00%

Local view, method in [14] 71.20%
Global view, AlexNet 74.36%
Global view, VGGNet 79.00%

Global view, method in [14] 67.79%

Table IV
ACCURACY OF AVA DATASET (SMALL)

Local view, AlexNet 78.72%
Local view, VGGNet 81.13%
Global view, AlexNet 83.24%
Global view, VGGNet 85.41%

method in [5] 83.52%

D. Finetuning over time

Compared to training from scratch, another significant ad-
vantage is that finetuning can achieve good results in a short
time. In this section we show the performance of finetuning
when the number of iteration increases.

Figure 4 shows one instance of the accuracy and the loss
changes at different iterations for AlexNet and VGGNet,
respectively. One can see that in each figure the loss decreases
in just a few hundred iterations, and the accuracy reaches to
a satisfying level at the same time. This makes it practical
to retrain a CNN for a specific task like Visual Aesthetic
Classification, and the overhead is minimum. We also observe
that the networks may overfit if we continue the retraining.
Therefore, it is sufficient to stop the finetuning in a small
number of iteration. In our experiments, we found that 5, 000
is sufficient to reach a satisfactory result, and 10, 000 provides
more stable models.

V. CONCLUSION

We proposed to finetune CNNs for visual aesthetics clas-
sification, a challenging task in computer vision. We chose

(a) Performance of Alexnet on AVA (Small), Local view

(b) Performance of VGGNet on CUHKPG (small), Global View

Figure 4. Preformance of Alexnet and VGGNet at different iterations.

pretrained AlexNet model [12] and the 16-layer VGGNet
model [20] to exploit the information from much larger scale
and more diversified image datasets for improving our task.
In our experiments, we tested our methods on AVA and
CUHKPQ, using different configurations of training-testing
partitions. We also compared the performance using both
the local information and context information. Experiments
suggest that our method outperforms the state of the art
methods.
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